
Ethics and  
Fairness in ML

CS5785 Fall 2019 



• Ethics in private/public sector ML 
Preview benefits of tech for public services 

• Fairness in machine learning: 2016+



Example borrowed from Delip Rao 



Today’s business is metric-driven! 

May want to increase: 
• % right swipes 
• % matches 

Opportunities: 
Tons and tons of data, 
mostly clean data, 
many rich features 

Example borrowed from Delip Rao 



• Say we can improve metrics by 
including as a feature skin color 
(extracted using computer 
vision) for the ranking 
algorithm 

• Should we? 
• What about self-identified 

ethnicity (e.g. in profile)? 
• Are recommendations 

restricted based on gender/
sex/orientation ok?



Real world data is confounded 
• Sometimes the confounding can lead to clear 

error and harm 

• Sometimes the confounding is due to history  

• Sometimes both
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Relationships between causality 
and fairness
• Causal modeling lets us be precise about 

sources of bias; or “problematic” causal 
pathways of effects 

• On the flipside: we care about unfairness if we 
do not want to perpetuate injustice:  
But the language of improvement of welfare is 
causal inference and policy



Predictive analytics and allocation 
of resources in the public sector

Bandits to allocate labor market interventions 
(cash, psychological, information interventions)

Using causal ML to allocate households 
to homelessness interventions  
(shelters, rapid rehousing, 
interventional resources) 

Caria, Stefano et al. 2019. "Job Search 
Assistance for Refugees in Jordan." AEA 
RCT Registry. September 06. https://
doi.org/10.1257/rct.3870-2.0.

Kube, Amanda, Sanmay Das, and Patrick J. Fowler. 
"Allocating interventions based on predicted outcomes: A 
case study on homelessness services." Proceedings of 
the AAAI Conference on Artificial Intelligence. 2019.

https://doi.org/10.1257/rct.3870-2.0
https://doi.org/10.1257/rct.3870-2.0


Tech that addresses market failures in social services 

NowPow: personalized referrals for social 
services 
(Medicare/Medicaid research  
spin-out)

Alia: Portable benefits for home cleaners 
(National Domestic Workers Alliance (NDWA))



ML needs to learn from data 
from the real world

Is it supposed to be a 
transparent interface?

Does it introduce 
distortions?

On the flipside: what are 
useful distortions?





Impartiality of learning machines
• Is it enough to just use 

colorblind/genderblind/X-
blind data? 

• Is justice blind? Do 
algorithms help?  

• Do they hurt? 
• Can an algorithm be racist 

if its inputs are colorblind? 
• What is algorithmic bias? 
• What bias is allowed? 

What bias isn’t allowed?





Why might machines be 
“unfair”? 

• Many reasons: 
• Data might encode existing biases 

• E.g. Y labels are “arrested” rather than “committed 
crime” 

• Data collection feedback loops 
• E.g. only observe paid back vs defaulted if the loan was 

approved and credited. 
• Different populations with different life-courses. 

• E.g. “SAT score” might correlate with eventual academic 
success differently in populations that employ SAT tutors. 

• E.g. “# accounts opened” reflects both creditworthiness 
and ethno-culturally determined factors 

• Less data (by definition) about minority populations.

Adapted from Aaron Roth
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When is affirmative action ok? 

College? Credit? Sentencing? 
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What kind of affirmative action is ok?

Public college? Private college? 



“If we allowed a model to 
be used for college 
admissions in 1870, we’d 
still have 0.7% of women 
going to college.”  
(on her blog mathbabe.org)

Affirmative action beyond the 
data: 
Societal values and aspirations



Disparate Treatment 

Procedural fairness 

Equality of opportunity 

What does discrimination law 
aim to achieve?

Barocas & Hardt, NIPS 2017 Tutorial

Disparate Impact 

Distributive justice 

Minimized inequality of 
outcome



Defining Fairness: 
The case of Northpointe COMPAS

• ML model to provide a risk 
score that predicts: “will 
this defendant commit a 
crime within their next two 
years of freedom?”  

• Race is not an input feature 
• Used for bail and sentencing 
• Famed investigation by 

ProPublica on use in FL: 
biased against black 
offenders
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Defining Fairness: 
The case of Northpointe COMPAS

FPR
FNR

ProPublica report



• Algorithms are racist! Down with algorithms! 
• Maybe so… but not so fast 
• Maybe ML indeed has no place in justice 

system 
• But was COMPAS really “unfair”?  
• If so, can it be made “fair”?

Defining Fairness: 
The case of Northpointe COMPAS



Washington Post 
“A computer program used for bail and sentencing 
decisions was labeled biased against blacks. It’s actually 
not that clear.” 
By Sam Corbett-Davies, Emma Pierson, Avi Feller and Sharad 
Goel 



• Within each risk category, the proportion of defendants who reoffend is 
approximately the same regardless of race (Northpointe’s definition of 
fairness) 

• The overall recidivism rate for black defendants is higher than for white 
defendants (52% vs. 39%) 

• Black defendants are more likely to be classified as med/high risk (58% vs. 
33%) 

• Black defendants who don’t reoffend are predicted to be riskier than 
white defendants who don’t reoffend (ProPublica’s criticism of the 
algorithm)  

“A computer program used for bail and sentencing decisions was 
labeled biased against blacks. It’s actually not that clear.” 
By Sam Corbett-Davies, Emma Pierson, Avi Feller and Sharad Goel



ProPublica’s evidence of bias

White Defendants Black Defendants

Proportion of those who didn’t 
reoffend labeled as med/high 
risk

24% 45%

Proportion of those who did 
reoffend labeled as low risk 48% 28%

Sam Corbett-Davies, Emma Pierson, Avi Feller and Sharad Goel



Northpointe’s evidence of 
fairness

White Defendants Black Defendants

Proportion of those labeled as 
med/high risk who did reoffend 59% 63%

Proportion of those labeled as 
low risk who didn’t reoffend

71% 65%

Sam Corbett-Davies, Emma Pierson, Avi Feller and Sharad Goel



Can’t have it all! – How unfair!
• Northpointe says fair would be 

1. Positive precision is the same across groups 
2. Negative precision is the same across groups 

• ProPublica says fair would be 
3. True positive rate is the same across groups 
4. False positive rate is the same across groups 

• Fact of life: Can never have all of 1-4 unless either 
we can make perfect predictions or the groups 
have the same proportion of positive instances 

• See Kleinberg, Mullainathan and Raghavan ‘16  
fairmlbook.org

http://fairmlbook.org


Can’t have it all! – How unfair!
• Northpointe says fair would be 

1. Positive precision is the same across groups 
2. Negative precision is the same across groups 

• ProPublica says fair would be 
3. True positive rate is the same across groups 
4. False positive rate is the same across groups 

• Fact of life: If we enforce 3 (and give up 1-2) by 
having different risk score thresholds by group, we 
will end up with 7% more freely roaming reoffenders 

• Anyway, race-based threshold won’t hold up in a case 
brought by lower-threshold person using 14th Amendment 

• See Corbett-Davies et al 17



What fairness do we want?  
At what price?
• In many cases, a good form of fairness is: 
• True positive rate is the same across groups 

= equality of opportunities for qualified individuals 
• FICO score should be independent of race given 

creditworthiness 
• Treat African-American creditworthy person the same 

as Asian-American creditworthy person 
• Don’t use variables like # bank accounts as proxies for 

race (or rather as proxies for creditworthiness via race) 

• A qualified non-cis-male should be treated the 
same as a qualified cis-male when hiring



Adjusting for fairness
• “In-processing”:  

Constrained optimization to learn a model that 
satisfies “fairness” constraints 

• “Post-processing”  
Adjust a given black-box model to satisfy  
“fairness” constraints  

• “Data pre-processing”  
Learn a representation of the data that 
satisfies independence properties



Hardt, Price & Srebro ‘16



Hardt, Price & Srebro ‘16



These examples (hiring, lending, crime) are 
high-stakes & controversial  

(which you might not end up working in)



Black-box ML has no guarantee of being 
aligned with human, societal values

Can product design and development that 
leverages ML, aligned with human values,  

be a value proposition?



Other concerns: ethics in data collection



Other concerns: privacy 
avoidable vs unavoidable

Fredrikson, Jha, Ristenpart ‘15


